
Introduction

The purpose of image segmentation is to partition an image into meaningful regions with respect to a particular application.

The segmentation is based on measurements taken from the image and might be greylevel, colour, texture, depth or motion.

Usually image segmentation is an initial and vital step in a series of processes aimed at overall image understanding. Some applications of segmentation are as follows :

· Identifying objects in a scene for object-based measurements such as size and shape

· Identifying objects in a moving scene for object-based video compression (MPEG4)
· Identifying objects which are at different distances from a sensor using depth measurements from a laser range finder enabling path planning for a mobile robots

Examples of image segmentation
Shown below are a number of image segmentation examples, where the segmentation algorithms have been developed within our own research group.

1.  Segmentation based on greyscale 

In this example, individual objects (peppers) have been identified and labelled, possibly for size measurement during a later processing step.






2. Segmentation based on texture

This example shows a seismic image where geologists are interested in visualising sub-surface structure (in fact the image is one slice of a 3D image). The original textured image is converted to a greyscale by measuring the local frequency of texture patterns and then segmented. The final result is a 3D rendered image of the underlying structure.

 [image: image1.wmf]
3.  Segmentation based on motion

This example shows one frame of the shark sequence showing the shark undergoing a fairly complex swimming motion. Also the rock surface in the foreground is moving towards the viewer whilst the background sea bed is almost stationary. This example illustrates the particular difficulty of motion segmentation because an intermediate step is to (either implicitly or explicitly) estimate an optical flow field. This is generally only an estimate of the true flow and the segmentation must be based on this estimate and not, in general, the true flow.


   
   


4. Segmentation based on depth

This example shows a range image, obtained with a laser range finder, together with a segmentation based on the range (the object distance from the sensor).


   
   
 

The previous examples of image segmentation have used rather complex state-of-the-art techniques. These are necessary if ‘real’ data is to be handled. However, in these lectures, we will illustrate the basic ideas of segmentation using a simple image model.

Simple ‘object-background’ greylevel model

We will assume the image consists of an object with a constant greylevel 

 and a background with a constant greylevel 

. We than add Gaussian noise with standard deviation 

 to the image.

Examples of a ‘noise free’ (

), a ‘low noise’ and a ‘high noise’ image are shown below.








How do we characterise ‘low’ or ‘high’ noise?

We can easily understand this by looking at the histograms 

 of the noise-free image together with the histogram of the additive noise for various standard deviation values :




(For the circle images shown, 

 for noise-free, low noise and high noise and 

 and 

.)

We can see that, for the noise-free image, two spikes in the histogram occur at 

 and 

 and even in the low noise case, two clear peaks in the histogram occur, centred at 

 and 

. However, for the high noise case, the histogram is uni-modal and no obvious separation in ‘histogram space’ seems possible.

Topics we will cover in these lectures are as follows :

· Thresholding methods

· Clustering

· Relaxation labelling

We will see how the performance of these simple methods is characterised by the input image signal-to-noise ratio which is defined, for our simple image model, as :






This is the extent of the overlap between the object and background greylevel distributions. (For our circle images, the signal-to-noise ratios are 

, 5 and 2 for the noise-free, low noise and high noise respectively).


We have seen how the histogram of our low noise circles image consists of two peaks separated by a valley. The peaks correspond to the object and background greylevel distributions :




A simple greylevel threshold 

 can be defined to separate object and background regions :


If the greylevel of pixel p <= 

 then pixel p is an object pixel

else


Pixel p is a background pixel

This simple threshold test begs the obvious question how do we determine the threshold 

?

There are a number of possible approaches :

· Interactive threshold. In this case the user manually adjusts the threshold until the number of miss-classified pixels is minimised.

· Minimisation method. Here a criterion function is minimised as a function of the threshold. There are a number of possible functions. Examples include the within group variance, the Kullback information distance and the miss-classification probability.

· Adaptive threshold. In this case the threshold is computed adaptively from the histogram of the image.

We will consider thresholding based on minimising the within group variance and an adaptive thresholding algorithm.

Minimizing the within group variance 

(Haralick & Shapiro, volume 1, page 20)

An idealized bi-modal histogram of an object/background image might look as follows :



Any threshold 

 separates the histogram into 2 groups with each group having its own statistics (mean, variance). The homogeneity of each group is measured by the within group variance 

 which is the weighted sum of the variances of each group. The optimum threshold is that threshold which minimizes 

 thus maximizing the homogeneity of each group.

The mathematics are straightforward :

Let group o (object) be those pixels with greylevel 


Let group b (background) be those pixels with greylevel 


The prior probability of group o is 


The prior probability of group b is 












where 

 for an N  pixel image.

The mean 

and variance 

 of each group are as follows :





















Finally the within group variance is defined as :






Its straightforward to compute 

 for each value of 

 and choose the one with resulting in the minimum value of 

.

Its interesting to relate 

 to the global variance 

 of the image where :







It can be shown after some algebra (Haralick and Shapiro) that :




The second term is the between group variance 

. 

Since 

 doesn’t depend on 

, then minimizing 

 is equivalent to maximizing 

 for some value of 

.

We can apply the method to our low noise circle image and plot 

 as a function of the threshold 

 (the values have been scaled to fit on the histogram graph ) :



The minimum value occurs for a threshold of 124 which is about where the ‘valley’ in the histogram occurs.

Adaptive threshold

A simple adaptive thresholding algorithm is as follows :


step 0: 
n=0




select stopping criterion 





Choose a random initial threshold 



step 1:
Compute means 

 and 

 of  pixels with 




greylevels below and above the threshold


step 2: 




step 3:
If 






stop




else





n=n+1





goto step 1

The algorithm works well if the widths of the peaks of the object and background histograms are about the same. Otherwise the threshold tends to be biased towards the local mean of the histogram with the peak.

Example

For our low noise circle image the algorithm gives an accurate estimation of the threshold and local means for the object and background :




(The true local means are 100 and 150)

For our high noise circle image the algorithm doesn’t produce particularly good estimates of the local means due to the unimodal histogram :








Thresholding performance
The low noise circles image thresholded at 

 is shown below where only a few pixel miss-classifications are apparent :






The high noise circles image thresholded at 

 is shown below where in this case there is a lot of pixel miss-classification.






This is typical performance and the extent of pixel miss-classification is determined by the overlap between object and background histograms. The following two histograms show cases of low and high histogram overlaps :








It can be seen that, in both cases, for any value of the threshold, object pixels will be miss-classified as background and vice versa. For greater histogram overlap, the pixel miss-classification is obviously grater.

The amount of histogram overlap can conveniently be quantified by a signal-to-noise ratio given by :






 where 

 is the mean of object pixel greylevels and 

  is the mean of background pixel greylevels. 

 is the standard deviation of object and background pixel greylevels which are assumed equal.


Consider our idealized bi-modal histogram of an object/background image :




Instead of trying to define a threshold which separates the histogram into 2 groups, can we define two cluster centres 

 and 

 and classify the grey levels according to the nearest cluster centre?

A simple nearest neighbour clustering algorithm can be defined as follows (we will see just why it works later) :

Given a set of pixel grey levels 


We can partition this set into two groups 

 and 

with local means 

 and 

 :









[image: image2.wmf]å
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The two groups of pixels are defined such that :











In other words all grey levels in set 1 are nearer to cluster centre 

 and all grey levels in set 2 are nearer to cluster centre 

. 

The problem with the above definition is that 

 and 

 are defined in terms of the partitions 

 and 

 and vice versa - its a ‘chicken and egg’ situation. The solution is to define an iterative algorithm and worry about the convergence of the algorithm later :

Algorithm


Initialize the label of each pixel randomly


Repeat





= mean of pixels assigned to object label





= mean of pixels assigned to background label



Compute partition 




Compute partition 



Until none pixel labelling changes

Algorithm convergence 

This algorithm always converges. We can see this using an argument based on the within group variance. At iteration r we can define a 'cost function' 

: 




In this equation 

 and 

 are the cluster centres following iteration r-1 and 

 and 

 are the partitions resulting from these cluster centres.
The new cluster centres  are then defined as  follows : 
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We can now re-compute the within group variance using the new cluster centres :




It can be shown after quite a bit of algebra that : 




Since all of these quantities are positive, eventually E can be reduced no more and convergence is reached.

Thus we have shown that the algorithm converges - but what does it converge to? 

For well separated distributions, at convergence 

 and 

 will correspond to the cluster centres since E is simply the sum of the variances within each cluster which is minmised at convergence. 

We can thus expect similar performance to the thresholding algorithm minimising the within group variance for well separated clusters.





In all of the  segmentation algorithms we have considered thus far, have been based on the histogram of the image. This ignores the greylevels of each pixels’ neighbours which will strongly influence the classification of each pixel.

A simple example would be an object pixel surrounded by background pixels :


We could use assumptions about the spatial continuity of real objects to infer that this situation is probably due to a pixel classification error.

Relaxation labelling is a fairly general technique in computer vision which is able to incorporate constraints (such as spatial continuity) into image labelling problems.

In order to derive the equation for relaxation labelling, lets assume we have an object/background image with the  probability that pixel i belongs to the background is 

 and the probability that pixel i belongs to the object is 

.

We can also define the 8-neighbourhood of pixel i as 

 :



Finally we can define consistencies 

 and 

 such that 

 is that consistency that neighbouring pixels belong to the same class and 

 is the consistency that  neighbouring pixels belong to a different class.

Again we can assume a simple bi-modal histogram for our object/background image :


[image: image4.wmf]
Lets assume the initial label probability of pixel is given by :



 
where 

 is the greylevel of pixel i and 

is the maximum greylevel in the image. We want to increment 

 to 'drive' the background pixel probabilities to 1 and the object pixel probabilities to 0. 

We want to take into account :

· ith-pixel’s neighbouring probabilities 

 

· Consistency values 

 and 

 

Simple derivation of the relaxation equations

Consider each neighbour of pixel i :



We can update 

 by an amount 

. Consider the contribution to 

 from pixel 

 .

Assume 

 and 

 :


if  

 



the contribution from pixel 

 increments 



if 



the contribution from pixel 

 decrements 

 

Let the increment from pixel 

 be 

:





 

Check:


if 

 then  

 


if 

 then  

 

To calculate the total increment, we average the 

’s over the neighbours of pixel  i :






If  

 then 

.  We can now update 

according to :






This is the basic form of the relaxation equations allowing us to update of the probabilities for each pixel simulataneously. However there is still a major problem and that is normalisation.

Since 


 and we must ensure that 

 (it is a probability) then 

 must be re-scaled after each iteration to bring it back into range.

We could simply use a constant normalisation factor :






This, unfortunately doesn’t work as it doesn’t 'drive' the probabilities to 0 (object) or 1 (background). Consider, for example, the following arrangement of pixel probabilities :





In this case, we want to 'drive' the central pixel probability to 1.0. 

The following update rule has all the right properties :




(This update rule can be derived from the general theory of

relaxation labelling.)

Its easy to check that  

and that 

 ‘saturates’ at 1.0 and 0.0 (ie it can no longer be incremented or decremented). 

When 

 then 


and when 

 then 


We can also check the ‘driving’ capability of this equation which updates the probability :

When 

and 

then 


When 

and 

then 


Algorithm performance
We can test the algorithm on object/background images with varying noise levels as well as other types of images. In all cases the greylevel of a pixel is computed as 

 with 

 the probability after a given number of iterations of the algorithm.

It can be seen that the algorithm works well on our high noise foreground/background image whereas thresholding using the threshold which minimizes within group variance produces many pixel classification errors










The following is an example of a case where the algorithm has problems due to the thin structure in the clamp image :










In this case the ‘legs’ of the clamp are merged in with the background because object pixels in the legs are surrounded by background pixels.

Its also interesting to look at the performance of the algorithm on normal greylevel images, where we can see a clear separation into light and dark areas :













The histograms after 2, 5 and 10 iterations show how the greylevels ‘saturate’ into 2 groups corresponding to ‘dark’ (greylevel 0) and ‘light’ (greylevel 255) :



Texture segmentation

Segmenting images into regions based on ‘statistical’ properties

[image: image5.png]
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Texture segmentation has many applications, particularly in remote sensing

[image: image8.jpg]


  

Image from Mars Pathfinder mission
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Segmentation using clustering
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Relaxation labelling
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