
Introduction

Computer vision involves the interpreting the time varying information on the 2D image plane in order to understand the position, shape and motion of objects in the 3D world. 

We will show how, through measurements of the optical flow, made using sequences of time varying images, or through measurements of disparity using a pair of images in a stereo image pair, we can infer 3D scene information from 2D images.   

The topics we will cover in these lectures are as follows :

· Basic geometry of stereo and motion analysis

· Image matching - determining the mapping between a pair of images

- Optical flow conservation equation

- Feature points for stereo correspondence

· 3D structure determination

- Structure from motion

- Structure from stereo - epipolar geometry


Perspective geometry

A point 

 has co-ordinates 

 relative to a camera-centred co-ordinate system. The axes are oriented so that the 

axis points along the camera optical axis. Point

 projects to some point 

 in the image plane 

.




 can be related to 

 using the basic equations for perspective projection :





Geometry of image motion

If point 

 is on the surface of an object moving with velocity 

, then in time 

, 

 will be displaced by a position vector 

. The 3D displacement will be projected to a 2D displacement 

 in the image plane.




This 3D velocity 

 induces an observed 2D velocity 

 in the image plane. This 2D velocity is known as the optical flow. 

Optical flow is measurable from a set of frames of a video sequence. If we make assumptions about the nature of the 3D motion and object surface, then, using optical flow vectors measured at a large number of image locations, we can infer information about the 3D motion and object shape. (Structure-from-motion).
Geometry of stereo imaging






Any 3D point lying on the ray 

 can project to image point 

. Thus the depth of the real object point 

 cannot be determined absolutely from a single projected image.

We need at least 2 cameras - stereo imaging.

The disparity between a the projected point of a scene point 

 is simply the displacement between the points in the left and right stereo images. Assume that the image planes from the 2 cameras are aligned (we will consider more general camera geometrys later).








The disparity is the difference between the projected co-ordinates in the left and right stereo images, 

. As can be seen, this gives a measure of the depth 

of the corresponding scene point.  We will look at the explicit relationship later.


Introduction

In order to determine optical flow or disparity, we essentially have to compute displacements of corresponding image locations in a pair of images (either a stereo pair or consecutive frames in a video sequence.)

This is a particular case of image matching where a small local region of an object surface is projected onto the image pair.








A mapping 

exists which maps image 

 onto 

. This mapping may involve a set of parameters 

 (for example the mapping might be a simple linear displacement.)

Image matching involves 2 problems :

1.  Determine, using image measurements within some small local neighbourhood about image point 

 in image 

the corresponding region in 

.

2.  Determine, for each 

, the mapping function 

 and associated parameters 

.

There are 2 general approaches to determining the displacement in the image plane (either due to motion or disparity)

· Interesting image feature matching.

· Greylevel gradient-based methods.

In the first case, image features such as lines, edges and corners in one image are matched with the corresponding feature in the second image. This is the normal approach to disparity measurement.






In greylevel gradient-based methods, the greylevel profile is assumed to be locally linear which can be matched in the image pair. This also leads to an estimation procedure for the displacement. In this case, the implied assumption is that the local displacement between images is small. This is the normal approach to the estimation of optical flow.

For 1D profiles :








Consider a 1D greylevel ramp moving with a speed of 

 in the 

 direction.









We can easily relate the displacement of the greylevel ramp, 

, to the spatial and temporal derivatives of 

.




Gradient of the ramp is 

.









Greylevel conservation equation.

In 2D we have a planar surface translating with velocity 

.







Greylevel gradient vector 

.






The conservation equation becomes :


Derivation of the 2D conservation equation

The conservation equation assumes that the greylevel 

is conserved as it moves to a different location at time 

:










But 

:






Assuming small displacements, we can linearise the right hand side :





Tidying up, we are left with the 2D conservation equation :


The conservation equation is almost universally used but we have to recognise its limitations and validity.
Key point :



 is the component (up to a scaling factor) of 

 in the direction of the greylevel gradient vector 

. Only this component is determined by the 2D conservation equation. 

-the aperture probem.






                                                                             


Other points to note are as follows :

1. Greylevel conservation doesn’t hold at occlusions as  object surfaces disappear or re-appear.

2. As objects move, the relative orientation of a surface patch relative to the illumination and camera changes. Thus the observed intensity will change. Thus greylevel conservation is an approximation which is only really valid for planar objects and/or small motions.

Velocity constraint line

The true flow vector 

 at some point 

 can be represented as lying along a line in 

 space :











The conservation equation is :



Thus the distance 

 is given by :






Solving the aperture problem.

There have been a number of algorithms developed which use the conservation equation and make assumptions about  the nature of the optical flow field 

. 

· 

is smooth (Horn & Shunck’s  algorithm). This takes account of the fact that most real surfaces are smooth and do not have depth or orientation discontinuities. Obviously the smoothness assumption is not valid at object boundaries.

· 

 is locally piecewise constant or linear (Lucas and Kanade’s algorithm).  Locally constant flow fields tend to be used for motion compensation algorithms for video compression applications. Locally linear flow fields more realistically model projected 3D motions.

We will now discuss an algorithm which is based on a local constant flow field assumption. (Haralick & Shapiro, pp. 322).


We require an algorithm that allows us to compute both an estimate of the optical flow field 

for each position 

 and the statistical certainty of the estimate as expressed by the covariance matrix 

.

The algorithm assumes that, in the neighbourhood around some point 

, the optical flow is constant :





We must also assume that the current frame 

 is corrupted with inter-frame noise and so we can only observe the noisy greylevels.

Model :




This model is valid for points 

in some 

-point neighbourhood 

 where the optical flow 

 is assumed constant. 

 is noise corrupting the true greylevel values and is assumed zero-mean and uncorrelated with variance 

 :




We can linearise our model resulting in an equation similar to the greylevel conservation equation :











where :

 


For each point 

 we have an equation :




We can write this equation in matrix form as follows :









Matrix 

 and vector 

 are as follows :




We can solve for 

 using standard least-squares techniques to give us our flow estimate  

 :



The result is as follows :






matrix 

 and 

 vector 

 are as follows :







We can then easily solve for 

 by inverting the 

 matrix.










We are also interested in the quality of the flow estimate as measured by the covariance matrix of 

 :




Given the expression for the least-squares estimate of 

 :






Its fairly easy to show that :







 EMBED Equation.2  

Thus, we can determine the variances of the estimates of the optical flow components 

 :




and similarly for 

.

If we don’t have prior knowledge of the noise variance 

, we can estimate it as follows :




We now have a complete algorithm, involving simple matrix-vector computations, which enable us to compute the optical flow in an image and also determine the locations where the flow estimates will be reliable.

Implementation

In order to implement the algorithm, a number of practical  to be borne in mind.

· Computation of the derivatives.

Derivatives are approximated by a central difference :





Derivative computation is the key stage in determining the accuracy of the algorithm. More sophisticated techniques are possible (eg. The facet model (Haralick and Shapiro, volume 1, chapter 8)). These generally lead to better results.

· Pre-smoothing.

This is usually necessary in stabilising the derivative estimation which is susceptible to noise. Usually a spatio-temporal Gaussian filter is used.




The filter widths 

 are chosen in an ad-hoc fashion.

· Confidence measure.

From the variance estimates 

, 

 it can be seen that the optical flow estimate accuracy depends on :

- variance of the noise 

.

- the number of points in the neighbourhood 

.

- ‘edge busyness’ as measured by 

.

Confidence ellipse

Around each point 

, we can draw an ellipse which tells us with a certain probability (eg. 99%)  that the flow lies in this ellipse with the estimate 

 at the centre of the ellipse. (Mathematically, we are saying that 

 has a Gaussian distribution with covariance matrix 

 and thus the statistic 

  has a chi-squared distribution with 2 degrees of freedom.) The major and minor axes of the ellipse are simply the eigenvalues of the covariance matrix 

 and 

.

Some techniques (eg. Lucas and Kanade) only accept the flow estimate 

 if the corresponding largest eigenvalue 

 is below some threshold value.




Example
Yosemite sequence. The figures show the true optical flow, the flow before confidence thresholding and the flow after confidence thresholding.
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Stereo and motion analysis





Basic geometry of stereo and motion analysis
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Image matching
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Optical flow estimation
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Only the component of � EMBED Equation.2  ��� in this direction can be measured from this window.
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An algorithm for optical flow estimation
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